SOME CONDITIONS OF MACROECONOMIC STABILITY
IN MULTIREGIONAL MODELS

Ranko BONT)

This investigation was a part of a comparative study of the three
multiregional input-output (MRIO) models: column coefficient, row
coefficient, and gravity coefficient.)) The objectives of the research were
twofold: (1) to examine the causes underlying negative values in the
inverse generated by the row coefficient model, as well as negative
projection generated by the model; and (2) to explain why the column
coefficient model did not present any of these problems.

The first section provides a brief introduction to the two MRIO
models. In the first part of the second section, several theorems con-
cerning the required properties of the technical coefficient matrix that
cnsure the generation of non-negative inverses and non-negative projec-
tions of Leontief’s input-output model are employed and extended to
MRIO models. Two new theorems concerning the properties of the
regional trade coefficient matrix that ensure the generation of non-nega-
tive inverses and non-negative projection in MRIO models in general
are provided. Next, the results concerning MRIO models in general,
which were derived in the first part, are applied in the analysis of the
two MRIO models. The objective of these two parts is to determine
whether the two models satisfy the conditions that ensure non-negative
inverses and projections. An economic interpretation of the relation-
ship between the column coefficient and row coefficient models is then
presented.

The results of this research provide: (1) construction rules for the
regional trade coefficient matrix which ensure that the projections ge-
nerated by MRIO meodels will be non-negative; {2) on the basis of these
rules, a test of regional technology and regional trade data thai ensures
non-negative projections for well-constructed MRIO models; and (3)

*) This paper is a somewhat modified version of the author’s doctoral dissertation,
defended in June 1975 at the Department of Urban Studies and Planning, Massachusetts
Institute of Technology, Cambridge, Massachusetts. The author worked for two years as a
Lesearch assistant in the Multiregional Input-Output (MRIO) Project at M.LT., lead by Karen
Polenske, Associate Professor of Regional Economics and Planning. The author wishes to thank
Prof. Karen Polenske (thesis supervisor), Prof. Aaron Fleisher (thesis advisor), Dr. Malte
Mé&hr, Mark Schuster and Nathaniel Ng for numerous comunents and suggestions that helped
skape this work.

) For a comparative analysis of the column coefficient and gravity coefficient models,
see Fenci and Ng [5]. For a comparison of the results of the application of the column coef-
[icient and row coctficient models using 1963 MRIOQ data for the Unitad States, aggregated
into three regions and three industrial sectors, contact: Ranko Bon, Linhartova 9, 61000
Ljubljana, tel. (061) 326-855.
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an explanation of the malfunction of the row cocfficient model, which
concentrates on the violation of the rules.

Finally, the policy implications of this investigation cxtend the
conclusions of Hawkins and Simon [7] from the single-region economy,
to the multiregional economy: if the production system is internally
consistent, it will be consistent with any schedule of consumption
coods, the latter representing a set of policy variables.

MULTIREGIONAL INPUT-OUTPUT MODELS

Multiregional input-output medels are essentially conventional
input-output models modified to incorporate interregional trade.?) The-
se models are founded on one basic economic principle: the total
output of an industrv is equal to the sum ol intermediate demands
by various industries (including the industry itself) and demands by
{inal users of the industry’s products.

Mathematically, this rclationship can be cxpressed as a set of

linear equations:

"

xp = X ayx; + Vi (all 1), (1)
J=1
where

a; = technical coefficient representing the amount of input of
commodity i required by industry ] to produce one unit
output of commodity j.

x; = total supply of commodity 1.

x; total production of commodity /.

v; = final demand of commodity i.

,j =1, ..., m.

Assuming no trade between regions, an input-output model for
m industries and 77 regions can be represented by the following set of
linear equations:

m

xotg _ E a}gj xgj"o +yf (a“ ]), (2)

i—7

where
af = technical coefficient representing the amount of input of
commodity i requirved by industry j located in region g to
produce one unit of output of commodity ;.

?) The reader who is not familiar with multiregional input-output models is advised
to refer tb Yan [17] for a detailed analysis of natioual input-oulput models and to Miernyk
[91 for an introduction 1o regional inputioutput models. More advanced material cn multiregi-
onal models can be found in Polenske [12; 13].
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— total supply of commodity 7 in region g.

%% = total produciton of commodity j in region z.
4§ = final demand of commoditv i in region &.

i) 1, , i

g =1 ..., n

If equation (2) is to be used to describe a multiregional model, it
must be further modified to account for the commodities traded bet-
ween regions. The following two sections will describe the column
coefficient and row coefficient models, respectively, since each of the
two models utilizes a different accounting scheme for interregional
trade.?)

Column Coefficient Model')

Interregional trade is described in the column coeflicient model by
means of the fellowing relationship:

xsh s xoh (all 1),

where
"= amount of commodity i produced in region g that is shipped
to region h.
"= total amount of commodity i consumed in region h.
¢#"= trade parameter, indicating the fraction of total consumption

of commodity i in region h that is produced in and shipped
from region g.
i=1,.., m.

g,h =1,..., n

Equations (2) and (3) are combined to obtain the following set of linear
equations (in matrix notation):

X =CAX+Y), (4)
where
X =nm - 1 vector of regional outputs, x¢ , arranged as a column
vector with m outputs for ‘each of the n regions.

C = nm - nm diagonal block matrix of regional trade coefficients,

5)_I°0r a more detailed description of the accounting frameworks, see Polenske {13].
4) This is thc version as Ffirst described by Chenery and Clark [2] and Moses [10].
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C;gh — xj_i_h / ;J/l
where
m
> =1,
g=l1
with each of the diagonals of the n.n submatrices C; contain-
ing the coefficients for m traded commodities and all off-diago-
nal elements equal to zero.
A =nm - nm block diagonal matrix of regional technical coelfi-
cients,
h h h
aij = Xij [Xoj
where

m
Sah o< 1,
i=1
with each of the n submatrices A" along the principal diago-
nal containing the m-m coefficient matrix derived from each
of the n regional input-output tables, and the elernents in all
blocks off the principal diagonal being equal to zero.

Y =mnm . 1 vector of regional final demands, ylf', arranged as a

column vector with m elements representing the amount of
commodity i purchased by final users in each of the n regions.

In the implementation of the column coefficient model, specified
by equation (4), Y is the unknown and is eliminated from the right-
hand side of the equation as follows:®)

X = CAX + CY
X—CAX = CY
(I — CA)X = CY

X=(—CA1CY, (5)

or
X = (Ct—A)Y. (6)

To calculate the regional outputs, X, from equations (5) or (6), matrices
A and C and the vector Y must first be obtained.

5) It should be noted that in the formulation of equation (6), it is implied that
IC| ¢ 0 since equations (5) and (6) are equivalent only under this condition. This means,
among other things, that C cannot have zero columns or zero rows. In economic terms, it is
implied that if there is an industry i in the economy, then commodity i must be both pro-
duced and consumed in region g. Consequently, this formulation may be of restricted
applicability in regional analvsis. More precisely, it is contingent upon the level of aggregation
of the data employed. Tt should be added, howwver, that this problem has not _appearegi_sn
far in_the work with the model, even though this formulation is typical used in empirical
work. Therefore, this implicit assumption is likely to be veasonable for highly aggregated data.
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Row Coefficient Model

Since there are many similarities between the column coefficient
and the row coefficient models, the latter having been conceived as the
,mirror image« of the former, the row coefficlent model will be descri-
bed in less detatil.

Interregional trade is described in the row coefficient model by
means of the following relationship:

/ : :
= K (all ), (7)
where
xf}' — amount of commodity i produced in region g that is shipped
to region h.
¢ = total amount of commodity i produced in region g.
P = trade parameter, indicating the fraction of total production
of commodity i in region g that is shipped to region h.
i =1..., m
gh=1...,n

Equations (2) and (7) are combined to obtain the following set
of linear equations (in matrix notation): '

R'X = AX + 7, (3)
where

X = nm - 1 vector of regional outputs.

R’ = transpose of R, where R is an nm-nm diagonal block matrix
of regional trade coefficients,

gh gh , go
ri = Xi /l}

svhere

m

h=1

with each of the diagonals of the n.n submatrices R, contain-
ing the coefficients for m traded commodities and all off-
diagonal elements being equal to zero. _

A = nm . nm block diagonal matrix of regional technical coeffi-
cients.

Y = nm - 1 vector of regional final demands.
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In the implementation of the row coefficient model, specified by
equation (8), X is the unknown and is eliminated from the right-hand
side of the equations as follows:*)

(R — A)X =Y
X = (R — A)Y, | (9)
QY
X = [[— (R)4] (R)7 Y. (10)

"To calculate the regional outputs, X, from equations (%) or .(10), matri-
ces A and R’ and the vector Y must first be oblained. v

MACROECONOMIC STABILITY OF
MULTIREGIONAL INPUT-GUTPUT MODELS

A real n-square matrix A = |[a, |l is called positive (non-negative)
it a; >0 (a; = 0) for i,j=1,..., n. If A is positive {(non-ncgative), it
is denoted by A > 0 (A = 0).

The properties of positive matrices were first investigated’ by
Perron, and then amplified ‘and generalized for non-negative matrices
by Frobenius. Wielandt provided considerably simplified proofs for
Frobenius’s results. Positive and non-megative square malrices have
played an important role in the probabilistic theory of Markov chains,
as well as in the more recent study of linear models in economics, and
particularly in connection with Leontief’s input-output model. The ma-
trices of interest in this study were first noted by Minkowski.")

In this section, first, the problem under investigation is rigorously
stated. Second, several well-known theorems concerning the properties
of the technical coefficient matrix that ensure the generation of non-ne-
gative projections of Leontief’s input-ouiput model are summarized and
stated without proof. Third, these theorerms are applied to the multire-
gional input-output models. And fourth, two new theorems concerning
the properties of the regional trade coefficient matrix that ensure the
generation of non-negative projections in MRIO models in general, are
proved.

Then, the results derived in the first part of this section are applied
in an analysis of the column coefficient and row coefficient models,
respectively, to determine whether the two models satisfy the condi-
tions that ensure non-negative projections. A formal argument is pre-
sented demonstrating that the mathematical properties of the column
coefficient model are compatible with these conditions, while the oppo-
site is true in the case of the row coefficient model.

& It should be noted that in the formulation of equation (I]f))‘, it is implied that
'R 0 since equations (9) and (10) are cquivalent under this condition (see Footnote 5).

7) For a historical outline of the underlying concepts, the basic theorems on positive
and non-negative matrices, and an extensive bibliography, sec Pellman [l, pp. 286-—-315].
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Finally, an economic interpretation is given of the formal argument
concerning the structure of the two models developed in the preceding
two parts. It is argued that the present formulation of the row coeffici-
ent model is not a consistent =mirror image« of the column coefficient
model, as it was intended to be.

Multiregional Input-Output Models

Consider the general formulation of an MRIO model that corre-
sponds to equations (5) and (10) for the column coefficient model and
the row coefficient model, respectively:

X=({U—0A)10Y, (In
where

X = vector of regional outputs.
©® = diagonal block regional trade coefficient matrix.
A = block diagonal regional technical coefficient matrix.

Y = vector of regional final demands,y"=> for0 i=1,..., m and
h=1,...., n

It is assumed that ©, A, and Y are independent, and that {I — ®A]
= 03)
To be economically meaningful, all the elements of X must be

rositive for indecomposable ®A, and noh-negative for decemposable
©A%)

This will be ensured if
(I—004)7 (12)

is positive for indecomposable ®A and non-ticgative for decomposable
®A, If so much as one negative clement appears in matrix (12), then

8) Matrices @, A, and @A for an n-region, m-industry cconomv can be found in Ap
pendix A.

%) An n-square matrix A (n > 1) is said to be indecomposable if for no permutation
matrix T does

1 TAT = [A“ A”}
Ap - R
o Axn

where A,, and A, are square. Otherwise A is decomposable. If A, = 0. A s conpletely decont-
posable. (The terms »irreducible« and »reducible: arz often used inctead of indecomposable
ond decomposable). A permutation matrix is obtained by permuting the columns of an
identity matrix. TAT-! is obtained by performing the same permutation on the rcws and on the
columns of A. These concepts can be economicallv interpreted as follosvs: IF n industries are
connected by two-way links directly or indirectly, the system is indecomposable. »In an inde-
composable matrix a dotlar spent anvwhere will eventually, after at most n—1 ‘rounds,’” leak
at least in part to every other sector« (Solow 16, p 347). If k (k =< n) industrics are con-
nected by one-way links, the system is decomposable. The system js completely decomposable
if there are nc links between two or more groups of industries. These separable groups can
. then be analyzed separately. For discussion of the economic signilicance of these concepts see
Dorfman, Samuelson, and Solow {4, pp. 254—255], and Sotow (16, pp. 33-—35].
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\here is at least one ©Y that will lead to economically meaningless nega-
live outputs. Suppose the (g, h) element of the matrix is negative; then
{f @Y is a vector with very small elements except for a large

n

Z 6g1‘: }I:

h=1

the element x% of X will be negative. Indeed, since matrix (i2) repre-
sents both direct and indirect interindustry requirements of a produc-

tive system, negative values in the matrix cannot be meaningfully inter-
preted in economic terms. As Solow put it,

In static input-output terms, the main formal

question is the existence of a solution with no

negative outputs; essentially, this is a way of
asking if the system of industries is capable of

supporting itself. (16, p. 30]

r

i
The problem under investigation can therefore be stated as
follows:

(1) What are the necessary and sufficient conditions on @ that
cnsure that matrix (12) is positive for indecomposable A and non-nega-
tive for decomposable @A, given that A has the following properiies:

0<Caiy <1 (all L (13)
and

S 2y <1 (all j). (14)

i=l

(2) Which MRIO models statisfy the conditions on @ to be derived
under (1).

Several theorems concerning a particular class of positive and
non-negative matrices arise in connection with the solution of the
system of linear equations of the form:

xe =Y ayxj + i (all 1) (D

J=1

which is associated with Leontief’s input-output model. These will now
be summarized and stated without proof.1t}

It should be borne in mind that the conditions which ensure that
the elements of (12) will be positive or non-negative, presented below,
are sufficient, but not necessary. These results will be strengthened

10y It should be noted that throughout this scction, whenever a synibol has no super-
scripts, the subscripts denote only the position of an elemnent within a matrix.
1y For proofs, see Bellman {1, pp. 286-315, especially p. 298], Debreu and Herstein

[3], Hadley [6, pp. 118—115]. Hawkins and Simon {73, Marcus and Minc [8, pp. 121—1331,
Rogers [15, pp. 105—438, and especially pp. 418—4201, and Solow [l6].
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in the second part of the argument that follows to yield a set of more
general sufficient conditions. The first set of conditions will be pre-
sented because it vields results directly applicable in the treatment
of the column coefficient model, while the second set of conditions will
be of use in the discussion of the row coefticient model.

THEOREM 1: (I—A)—! will be positive if A >> 0 and condition (14)
is satisfied, implying that A is indecomposable, or if conditions (13)
and (14) are satisfied and A is indecomposable,?) and non-negative if
conditions (13) and (i4) are satisfied and A is decomposable.

This condition, mutatis mutandis, applies to multiregional models
as well.

COROLLARY: (I—®A)—! will be positive if conditions (15a) and
(16) below are satisfied, implying that @A is indecomposable, or if con-
ditions (15b) and (16) are satisfied and ®A is indecomposable, and
non-negative if conditions {15b) and (16) are satisfied and @A is

decomposable:
0 < dyy <1 (all 1,}), (15a)
or
0L dyy < 1 (all 1,1, (15b)
and
Edij < 1 (all }), (16)
i—=1
where
dt'j = 2 (dik dkj.ls) (17)
k=1

The properties of © that satisfy conditions on ©A still remain to
be established.

THEOREM 2: When conditions (13) and (14) are satisfied, condi-
tions (15a) or (15b) and (16) for indecomposable ®A and conditions
(15b) and (16) for decomposable ®A will be satisfied if the following
sufficient conditions on ® are satisfied:

12) There is an equivalent thecrem hy Hawkins and Simon [7] that, although contained
in Theorem 1, provides an important economic interpretation of the phenomenon under investi-
gation (scc Apendix E)}. It should be noted that the conditions of Theorem 1 are often referrad
ta as Hawkins-Simon conditions, even though their original result has subsequently been
considerably improved and sharpened. For discussions of Hawlkins-Simon conditions, the reader
is advised to refer io Dorfman, Samuelson, and Solow [9, especially pages 215, 254—257, and 5001,
and Solow [16, especially pages 31 and 32].

11} It should be noted that due to the constuction of ® and A all the sums dij
will have only onc term, all other terms being equal to zero (sec Appendix A). It should
also be noted that all the clements of ®A will be positive if all the elements along the diago-
nals of all the blocks of ® are positive, and if all the element in the blocks on the principal
diagonal of A are positive. In other words, ®A may be indecomposable regardless of the fact
that both ©® and A are completely decomposable (note that diagonal block matrix ® can be
transformed into a block diagonal matrix by regrouping rows and corresponding columns with
itlie same pattern of elements in blocks along the principal diagonal). Whether ®A will be
indecomposable or decomposable will depend upon the particular economic system under
investigation.
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0< B, <C 1 (all ik), (18)
and
Yo, < 1 (all k). (19)

i==1

The proof will be provided in two parts: (a) sufficiency: it will be
assumed that conditions (18 and (19) are satistied, and (b) itecessity:
it will be assumed that conditions (18) or (19) or both are not satisfied.

Sufficiency. Condition (16) will be examined first. From condition
(16) and equation (17) 1t follows thal

H n "
S diyp =" 3 Gik g (20)

=1 .=t k—=I

= \= >‘H‘ ‘."J;kﬁ;\_{,

fet
circe

it follows that

Condition (16) is therefore satisfied, given conditions (18) and (19).
Now conditions (13a) and (15b) will be examined. First, it follows by
implication of the above result that d;; < 1 since (10) is satisfied. Second,
d;; = 0 follows from conditions (13) and (18), ensuring that all the ele-
ments of A and ®, respectively, are non-negative. The possibility of
d;; > 0 has already been shown in Footnote 13 {page 39); all the elements
of ®A will be positive if all the elements along the diagonals of all the
blocks of ® are positive and if all the elements in the blocks on the
principal diagonal of A are positive. Conditions (15a) and (13b) are the-
rafore satisfied as well.

Necessity. Now suppose that cither condition (18) or (19) or both
are not satisfied.

(i) Suppose 8, <= 0 (all i, ¥); in this case neither condition (13a)
nor (15b) will be satisfied since

}:‘/ 6,—k oy << 0.
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il so much as one element of ® is smaller than zero, then there is at
least one A that will lead lo the violation of conditions (13a) and (15b).
Suppose the (g, h) element ol © is negative; then if column vector a,, of
A has very small clements except for a large a,., the clement d_,, of
®A will be negative. ‘

(it) Suppose 0, > 1 (all i, k}; using the same mcthod of proof as
wag used in the treatment of sufficient conditions above, it can be
shown that in this case conditions {15a), (15b}, and (16) will not be
slatisfied since

H
Z Hik > | (El” ]{),
i=1
and consequently
n
»

S Oy gy > 1

!
=1

—

for some values of a;;, 9 < a,; < 1. IT so much as one element of ® 15
vreater than one, there is at least one A thal will lead to the violation
of conditions (15a), (15b), and (14). Suppose the (g, h) element of @ is
greater than one; then if column vector a,, ol A has very small elements
except for a large a,,, the element d. ., of 94 will be grealer than one.

(111) Suppose

in this case conditions {13a), (153b), and (1o} will not be satisfied for
the reasons discussed in (1) above.

Therefore, when conditions (13), (14), (i8), and (19) are satisfied,
the elements of matrix (12) will be positive when ®A 15 indecomposable
and non-negative when ®A is decomposable. Furthermere, given that
all the elements of ®Y are non-negative, all the elements of X will be
positive when ©A is indecomposable and rown-negative when ©A is de-
composable.

The above theorems can be strengthened; that is, the above con-
ditions can be relaxed to provide a set of more géneral sufficient condi-
tions. These conditions will also be ol value in providing one more
step toward an cconomic interpretation of the phenomena discussed.

As Bellman [1, p. 299] pointed out, if

S ;=1 (all ),

i—=1

then 1 is a characteristic root of A, thus |I—A] = 0. In other words, the
systern of equations describing an cconomy composed of unstable sec-
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tors, with unitary marginal propensities to spend, cannot yield an
cquilibrium solution; the system is singular. It is reasonable, however,
to suppose that conditions (14) and (l6) can be relaxed. It should be
borne in mind, nevertheless, that the unitary marginal propensity to
spend represents the upper limit beyond which this condition cannot
be relaxed. The argument will again proceed {rom the theorem concern-
ing the system of equations (1), which will be stated without proof,*)
1o its application to equation (11}

TUEOREM 3: (I—A)—! will be positive if

0 <ay <1 (all i), (21)
i a;; < 1 (at least one j), (22a)

and o
Say <l (@l (23)

i=1

implying that A is indecomposable, or if conditions (13), {(22a), and (23)
are satisfied and A is indecomposable; (I—A)—! will be non-negative it
conditions (13) and (23) are satisfied and

I
3 at; <1 (at least onc J); h < n) (22b)
i=l1
for all h-square submatrices A* along the principal diagonal of A, where

cach submatrix A* represents a partition of A, implying that A is decom-
posable.)

Again, this result, muitaiis mutandis, applies to multiregional mo-
dels also.

COROLLARY: (I—OA)—' will be positive if

0 <dy< 1 (all 1,])), (15a)
i di; < 1 (at least one j), (24a)

and -
S dy <1 (all ), (25)

implying that ®A is indecomposable, or if conditions (13b), (24a), and
125) are satisfied and @A is indecomposable; (I—8A)—! will be non-nega-
rive if conditions (15b) and (253} are satisfied and

4} For the proof, see Solow [l6, pp. 36—381.
15y See footnote 10.

)
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A
« . .
S d; <1 (at jeast one j; h< n) (24b)
=1

for all h-square submatrices ©A* along the principal diagonal of ©A,
where each submatrix ®A* represents a partition of ®A, implying that
MA is decomposable.

The properties of ® that satisfy conditions on ©A will be establis-
hed next.

THEOREM 4: When conditions (13) and (14) are satisfied, condi-
tions (15a) or (15b), (24a), and (25) for indecomposable ®A will be
satisfied if the following conditions on ® are satisfied:

0 bu < lag; (all i,k),) (26)
and
S o<1  (at least one k); (27a)
i—=1

when conditions (13) and (14) are satisfied, conditions (15b), (24b), and
(25) for decomposable ®A will be satisfied if, in addition to condition
(26), the following condition on @ is satisfied:

6% << 1 (at least one k; h < n) (27b)

IO

—

for all h-square submatrices ®A* along the principal diagonal of ©A,
where each submatrix ®@A* represents a partition of ©A.

Proof: Condition (26) follows directly from conditions (15a) and
(15b) on ®A, and condition (13} on A. Conditions (27a) and (27b) follow
from the proof of sufficiency of the less general conditions (18) and
(19) above; what was true for all k previosly, obviously holds for at
least one k for indecomposable matrices, and for at least as many k as
there are partitions of decomposable matrices.

Consequently, when conditions (13), (14), (26), and {27a) are satisfied,
and when ©A is indecomposable, the elements of matrix (12) will be
positive; when conditions (13), (14), (26), and (27b) are satisfied, and
when ©A is decomposable, the elements of the matrix will be non-ne-
gative.

According to Solow, it follows that if an economic system is inde-
composable

It is sufficient for an industry to be able to lift
itself by its own bootstraps ... and for all other
industries to be just able to keep themselves going;
if the interindustrial relationships are such that
each of the latter industries shares at some stage
the leverage of the first industry, then the system
is capable of eguilibrium at positive consumption.
[16, p. 39].
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If it is decomposable, the above applies Lo cach decomposable sector.

Furthermore, according 1o Solow,

IF the unstable sectors are uncoupled or only uni-
laterally coupled to the stable part of the economy,
the instability may become general. If they are )
multilaterally coupled, then the stable seclors will
alwavs tame the unstable ones. [16, p. 35]

On the most general level, the policy implications of thesc conclusions
sre obvious: by proper coupling of the unstable sectors with stable
sectors, the stability of the system as a whole can be achieved. Since
indecomposabilily 1is essentially o property of connectedness, Solow
suggests the need for further research into the topological properties
of linear systems. Such research could lead to concrete policy proposals
concerning the coupling of industrial sectors.

Column Cozfficient KModel
i
Consider the formulation of the column coefficient model thal
corresponds to the general formulation of an MRIO meodel specified
by equation (11):

X = (I— CAICY, (5)
where C = llc; Il has the following propertics:
0=<ey<1 (all i), (28)
and
ey =1 (all )).) (29)
i=1

Since (3) and (11) are equivalent, and since (28) and (29) satisfy (13)
and (19), it follows that the column coefficient MR1O model satisfies
the conditions on C that ensure that

(I —CA)™ (30)

is positive for indecomposable CA and nou-negative for decomposablc
CA. Consequently, given that all the elements of CY are non-negative,
all the elements of X are posifive for indecomposable CA and non-
negative for decomposable CA. In other words, the column cocfficient
VMIRIO model is structurally correct.)

18) It is interesting 1o nolc that these properties are shared by Markny matrices, associ-
ated with [inite Markov chains, and also that the research concerning the properiies of posi-
tive and non-negative matrices starled in connection with these matrices and was only later
extended in connectivn with linear economic models. Far a historical outline of the underlying
concepts and an extonsive bibliography, see Belluan {i, pp. 263—2R0].

17y Moses [10, p. 830] briefly argued that the column coellicient model 1s consistent,
z{though he did not provide a rigorous proof of his arsument. Alsa, his argument is incom-
plete since it does not take inlo consideration the distinctions Letween positive and non-nega-
tive matrices and between indecomposable and decompnsanle matrizes.

ey —
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Row Coefficient Model

Consider the formulation of the row coefficient model that corres-
ponds to the general formulation of an MRIO model specified by equa-

tion (11):
X = [I— (R’)_lA] “HRNHTLY, (10)
where R’ :]IE_;!I has the following properties:
0<ry<1 (all ij) (31)
and
S =1 (all o (32)
i=l1
The properties of (R)-! = ii_f”‘ijll will be examined next. First, the

conditions (18) and (19) will be assumed to hold, and second, more ge-
neral conditions (26) and (27a) od (27b) will be assumed to be sati-
sfied.

Assuming that conditions (13) and (14) are satisfied,
[[ — (R4}

will be positive if conditions (34) and (35) below are satisfied and
(RH—! A is indecomposable and non-negative if conditions (34) and (35)
are satisfied and (R”)—' A is decomposable:

0<<r¥;<<1 (all i), (34)
and

Srg =1 (all ). (35)
i—=l

It will now be shown that elements of (R}~ do not satisfy conditions
(34) and (35).

Given properties (31) and (32} of R’, the absolute value of the domi-
nant characteristic root of R” is equal to one (Bellman [1, p. 2701). Now
the characteristic root of a matrix and its inverse are inverses of each
other (Rogers [15, pp. 410—411]):

8 = 1/,
where A, is a characteristic root of R’, and B; is a characteristic root
of (R)—!. Consequently, since there is a characteristic root of R’ the abso-
lute value of which is smaller than one, the absolute value of the corre-
sponding characteristic root of (R)—! will be greater than one. Indeed,
the absolute value of the dominant characteristic root of R” will corre-

18} See footnote 16.

5 Ekonomska analiza 1-—2
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spond to the absolute value of the smallest characteristic root of (R)—!
and will be equal to one. Therefore, the elements of (R’)—! will take both
negative values and values greater than one. It follows that (R")~! does
not satisfy conditions (34) and (35), which correspond to conditions (18)
and (19 for MRTO models in general, that is, that (R”)—'A does not satisfy
conditions (15a) or (15b) and (16).

The more general conditions (26) and (27a) or (27b) will be consi-
dered next. Regardless of whether (R)—!A is indecomposable or decompo-
sable, condition (26) must be satisfed by (R’)~!. From the preceding
argument it is obvious that this condition is not satisfied. It is sufficient
to point out that (R’)—! is not non-negative as the lower bound of this
condition requires. The row coefficient model is, therefore, structurally
incorrect. It can be shown that this conclusion holds even when the
assumption that | R’ | is non-singular, made explicity in Footnote 6, is
dropped. Suppose R’ = 0. The least restrictive formulation of the row
coefficient model, that is,

X = (R — A)Y, (9)

will be considered in this case. Now a matrix will have a positive in-
verse if it is indecomposable and all its elements on the principal diago-
nal are positive while all the off-diagonal elements are negative; a
matrix will have a non-negative inverse if it is decomposable and all
its elements on the principal diagonal are positive while the off-diagonal
clements are non-positive (Debreu and Herstein [3, pp. 602--603]). Giver
the properties of R’ and A, it is obvious that there is nothing in the
structure of the row coefficient model that prevents the elements on
the principal diagonal of R’ from being smaller than the corresponding
elements of A. In other words, the elements on the principal diagonal
of (R” — A) may be non-positive. Furthermore, the off-diagonal elements
of (R”—A) can be positive, negative, or equal to zero. Consequently, the
assumption that R’ is singular does not modify the above conclusions.
In the next part of this section, it will be demonstrated that a certain
number of the off-diagonal elements of (R”-— A) will be positive by struc-
tural necessity. It follows that the row coefficient model as presently
tormulated will generate negative inverses even when the elements on
the principal diagonal of (R’ A) are positive.

The Relationship Between the
Column Coefficient and Row Coefficient Models

The objective of this part is to provide an economic interpretation
of the formal argument presented earlier and to re-examine the structure
of the two models in more detail in light of this interpretation. The
column coefficient and row coefficient models will be developed follow-
ing Chenery and Clark [2] in order to trace the economic reasoning
underlying the two models. For simplicity, Chenery and Clark consider
a 2-region, n-industry model that can be easily extended to any number
of regions. For each industry i, there is a set of accounting relations
describing the flows between the two regions, as shown in Table 1.
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Table 1

Interregional Accounts for Industry

-

Producing Region Consuming Region Total Shipments
g h (Production) B
g xi* ngh x¥
h X X2 o
Total Consumption o h
(Supply) i Zi

From this Table, it follows that the production of industry i in region g
can be defined as:

xo= A 4 Al (36)
while the supply of industry 1 in region g can be defined as:

h
2§ = x5 ++ xi%. (37)
The set of input-output balance equations,

zi=2, aixf +yF  (all 1), (la)
=t

cannot be solved since there are 2n equations and 6n variables: 2n
autonomous demands, 2n production levels, and 2n import levels. In
order to solve this set of equations for given final demands, therefore,
an assumption about either supply or production must be made. An
assumption concerning supply sources will first be made, leading to
the column coefficient model: imports are a fixed fraction of the total
supply of each commodity. (Chenery and Clark [2] call these propor-
tions »supply coefficients«.) These coefficients are defined as:

gh gh _h

Xi = C; Zj. (38)

As Chenery and Clark [2, p. 67] point out, »the supply coefficent there-
fore extends the idea of a given marginal propensity to import each
commodity to any number of regions.«

This fixed-supply assumption makes it possible to express the total
production of industry i in region g Xf, as a function of the total
demands in all regions:

xf = cfzf + 2 (all Q). (39)
IF is now possible to solve for the production levels corresponding to
given final demands in all regions by substituting from the set of equa-

tions (la) into (39) and collecting terms:

5*
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n i
& gs 8 . ¢ —~ ¢h h _h
=12 d ag xj + > ¢ ai; Xj —+
j=1 j=I

85 _ & 8h h .
[eEyf + "yl (all ). 40)
In other words, the total production ol industry 1 in region g, xf is
equal to the amounts of commodity i used for further production in
both regions plus the shipments to both regions lor final demand.
Now an assumption concerning production will be made, leading
to the row coefficient model: the cxports are a fixed fraction of the
total production of each commiodity. These proportions, which may be
called »production coefficients,« are defined as:

gh gh g

Xi = I Xi. (41)

This fixed-production assumption makes it possible to express the
total supply of commodity i in region g, z¥# as a function ol the total
production in all regions:

, rer g he } .
== xi A rf X (all ). (42)
By substituting from the set of equations (la) into (42) and collecting
terms, the following set of equations is obtained:

= 1B S abxf oy — 1 AR ] (all b, (43)
i=1

That is, the total production of induslry 1 in region g is equal to the
amount used for further production in region g plus the shipments to
the final demand in region g mirus the amount exported to region h.

The clue to the understanding of the problems encountered in
the testing of the row coefficient model lies in the interpretation of
these negative terms. It is important to emphasize that the economic
interpretation of equations (41) and (42) is straightforward, as demon-
strated above, although the occurrence of the implied pattern of trade
in actual economiss is implausible (except, perhaps, for a certain class
of commodities).??) Difficulties arise, when equation (la) and (42) are
combined. As Richardson pointed out,

) It should be noted that if there are k regions, there may be at most (k—1)
negative terms in each equation (43).

2) In her work on fruit and vegetable shipments, Polenske [11] found that the output
estimates of the row coefficient rmodel werc relatively move accurate than those of either
the column coefficient or gravity coefficient models. As Richardson pointed out,

The critical question is wheter changes in output
have more or less impact on the regional distribution
of shipments than fluctuations in {otal demand.
Two possible explanations were suggested for the
fruit and vegetable results: the strong interest of
producers in retaining market jinks with each major
consumer market, leading to rationing of available
suplies in periods of low output; the indifference

of consumers toward the regienal origin of the goods
consumed, leading o more regional substitution and
hence variation in the import coefficienst. [14, p. 67]

Similar results can be expectcd for other commodities to the extent to which the commodities
share these properties.
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The main feature of the row coefficient model, that

the proportion of the output industry i in region r

[g in the text above] sold te region s [h in the

text above] remains constant irrespective of changes
in the level of demand in any of the regions, is
theoretically implausible, and infringes the Walrasian
assumptions of input-output models that output changes
are generated only by shifts in demand and price
changes by shifts in supply. [14, pp. 66—47]

In other words, in the case of the column coefficient model, the
output of an industry is detarmined solely by the demand for its pro-
ducts, while in the case of the row coeffticient model, the output of an
industry is determined by the demand for its products and also by some
characteristics of the technology employed in the process of production
(whence the notion of »production coefficients«). More precisely, in the
latter case it is implied that demand changes are determined by changes
in output. Equation (43) is therefore self-contradictory. The conflict
between these two economic principles (demand determines output and
output determines demand) is expressed by the fact that the technical
and trade coefficients in the column coefficient model represent inputs
and imports, respectively, while thev represent inputs and exports in
the row coefficient model.

Until now the argument was made in terms of the sets of equations
(40) and (43). In order to shed some additional light on the relationship
between the economic and mathematical reasons for the failure of the
row coefficient model, the structure of the matrices (C—!—A) and (I-—CA)
for the column coeficient model and the matrices (R—A) and [I—(R")—A]
for the row coefficient model will now be re-examined in more detail.
(Special attention will be given to the sign of matrix elements because
of the important role negative clements in equation (43) play in the
explanation of the reasons for the problems with the row coefficient
model.) These matrices must have positive elements on the principal
diagonal and negative (non-positive) off-diagonal elements if their inver-
ses are to be positive (non-negative). For simplicity, a 2-region, 2-indu-
stry economy will be considered.?) Tf it is assumed that intraregional
trade in each commodity is greater than interregional trade in that
commodity, it follows that all the elements on the principal diagonal
of C—! and (R")! are positive, while all the off-diagonal elements are ne-
gative or non-positive. Finally, if the above assumption holds, it also
follows that the elements on the principal diagonal of C—! and (R")—! are
greater than or equal to one.

Consider matrix (C-!1—A). Elements on the principal diagonal are
positive because the lements on the principal diagonal of C—! are posi-
tive and greater than one, while the elements on the principal diagonal
of A are positive and smaller than one. Off-diagonal elements of (C—'—A)
are non-positive because the off-diagonal elements of C—! are non-positive,

) Matrices C, C-1, CA, R’ (R)—! and (R)—! A in terms of interregional trade flows
for a 2-region, 2-industry economy can be found in Appendix C.
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while the off-diagonal elements of A are positive or non-negative. There-
fore, matrix (C—!—A) satisfies the conditions that ensure positive or
non-negative inverses.

Consider matrix (I — CA). Elements on the principal diagonal are
positive because the elements on the principal diagonal of CA are posi-
tive and smaller than one. Off-diagonal elements of (I — CA) are negative
or non-positive because the off-diagonal elements of CA are positive or
non-negative. It follows that matrix (I —CA) also satisfies the condi-
tions that will ensure positive or non-negative inverses.

Now consider matrix (R”— A). Elements on the principal diagonal
are not always positive because the elements on the principal diagonal
of R’ (representing intraregional trade) are positive and smaller than
or equal to one, while the elements on the principal diagonal of A (re-
presenting intraindustry transactions) are positive and smaller than
one. Indeed, there is no reason why intraregional trade of commodity
i in region g, ri¥ should generally be greater than intraindustry transac-
tions of commodity i in region g, a The first represents a shipment of
the commodity within the region, while the second represents a pur-
chase of the commodity by the industry producing it. Off-diagonal ele-
ments of (R"— A) can be positive, negative, or equal to zero because the
off-diagonal elements of both R” and A are positive or non-negative. It
should also be noted that a certain number of the off-diagonal elements
of (R”—A) will always be positive because of the interregional irade
elements in matrix R’; these elements represent exports, as was determi-
ned in the discussion of equation (43). In other words, matrix (R’ — A)
does not generally satisfy the conditions that ensure positive or non-
negative inverses.

Finally, consider matrix [I — (R")—'A]. Again, the elements on the
principal diagonal are not always positive because the elements on the
principal diagonal of (R)—! are greater than one, which means that
the elements on ‘the principal diagonal of (R)—'4 may be greater than
one. Off-diagonal elements of [I — (R’)—!A] can be positive, negative,
and equal to zero because the off-diagonal elements of (R)—'A can be
positive, negative, and equal to zero. Again, it should be noted that a

certain number of the off-diagonal elements of [ — (R")—'A] will always
be positive; these elements represent exports, as was the case with
matnix (R’— A4). Consequently, matrix [I — (R")—!A] also fails to sati-
sfy the above conditions.

It can be concluded that the structures of the column coefficient
and row coefficient models are not fully symmetrical, as they were
intended to be. The mathematical properties of the row coefficient
model demand that the technical coefficient matrix be redefined to
represent owtputs, and not inpuls, if the row coeflicient model is
indeed to be the »mirror image« of the column coefficient model is
also be internally consistent. One of the objectives of future research
will therefore be to examine the economic implications of this requi-
rement.
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CONCLUSIONS

The evaluation of the theoretical column coefficient and row
coefficient models made in this study has confirmed results of earlier
c¢mpirical testing of the models. The column coefficient model always
generates an inverse with all the elements larger than zero (positive),
as well as positive projections. The row coefficient model always
generates an inverse with a large proportion of elements smaller than
zero (negative). Also, the row coefficient model frequently generates
negative projections.

Three conclusions can be drawn from the theoretical and empiri-
cal evidence:

1. All ‘muliiregional input-output models of the general formula-
tion given by equation (11) must be constructed in accordance with
construction rules (13), (14), (26) and (27a), that ensure that matrix (12)
will be positive of ®A is indecomposable, or with construction rules
(13), (14), and (27b), that ensure that matrix (12) will be nom-negative
if ®A is decomposable. Furthemore, given that all the elements of the
final demand vector, Y, are non-negative, all the elements of the regio-
nal output vector, X, will be positive if matrix (12) is positive and non-
negative if the matrix is non-negative. The policy implications of this
conclusion were mentioned in the introduction: if a productive systern
is internally consistent, any schedule of regional final demands (policy
variables) can be produced.

2. Regional trade and technology dala (matrices ® and A) for
well-constructed multiregional input-output models can be tested using
the conditions discussed in point (1) above. The consistency of the data
with conditions (13), (14), (26), and (27a) ensures that matrix (12) will
be positive if 84 is indecomposable, and ihe consistency of the data
with conditions (13), (14}, (26), and (27b) ensures that matrix (12) will
be non-negative if ®A is decomposable. Furthermore, given that all the
elements of the final demand vector, Y, are non-negative, all the ele-
ments of the regional output vector, X, will be positive if matrix (12)
is positive and non-negative if matrix (12) is non-negalive.

3. Unlike the structure of the column coefficient model, the very
structure of the row coefficient model violates the conditions that
cnsure that matrix (12) will be positive or non-negative. The objective
of future research in this area will be to construct a multiregional
input-output model that represents a consistent »mirror image« of the
column coefficient model, which the present formulation of the row
coefficient model is not. Now that the structure of the MRIO models
i1s better understood, the research will proceed toward restructuring
of the row coefficient model in accordance with the construction
rules discussed in this work.

(Rad primljen februara 1976)
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APPENDIX A

MATRICES 0, A, AND ®4 FOR AN #n-REGION, m-INDUSTRY
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APPENDIX B

A NOTE ON HAWKINS-SIMON CONDITIONS OF
MACROECONOMIC STABILITY

Hawkins and Simon [7] show that a sufficint condition on A
which ensures that all the clements of (I — A4)-! are positive is that
all the principal minors of (I — A) are positive, given that A is inde-
composable. Furthermore, it is a corollary of this theorem that a suf-
ficient conditions that all the elements of X satisfying (I — A)—' be
positive for any Y is that all the principai minors of (I —A) are po-
sitive. Hawkins an Simon provide the following economic interpreta-
tion of their theorem and corollary:

From the corollary, we see that if the production
equations are internally consistent in permitting the
production of some fixed schedule of consumption goods,
then these consumption goods can be obtained in any
desired proportion from this production system. Hence
the system will be consistent with any schedule of
consumption goods.

The condition that all principal minors must be
positive means, in economic terms, that the group of
industries corresponding to each minor must be capable
of supplying more than its own needs for the group of
products produced by this group of industries ...

For example, if the principal minor involving the ith
and jth commodities is negative, this means that the
quantity of the ith commodity required to produce one
unit of the jth commodity is greater than the quantity
of the ith commodity that can be produced with an
input of one unit of the jth commodity. Under these
circumstances, the production of these two commeodities
could not be continued, for they would exhaust each
other in their joint production. [7, p. 248]

For discussions of Hawkins-Simon conditions, see Dorfman, Samuelson,
and Solow [4], and Solow [16].



76 R. BON

APPENDIX C

MATRICES C, ¢!, CA, R’, (R")~!, AND (R)—'A CONSTRUCTED
FROM INTERREGIONAL TRADE FLOWS FOR A 2-REGION,
2-INDUSTRY ECONOMY
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Note: Each element x{” represents a flow of commaodity i from

region g to region h.
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NEKI USLOVI MAKROEKONOMSKE STABILNOSTI
U MULTIREGIONALNIM MODELIMA

Ranko BON
Rezime

Ovo istralivanje predstavlja dzo kowparativne analize tri multi-

regionalna input-output (MRIO) modela: wodel kolona-koeficijenata,
model red-koeficijenata i model gravitacijskili koeficijenata. IstraZiva-
nje je imalo dva cilja: (1) ispilati uzroke pojavijivanja negativnih vred-
nosti u inverznoj matrici modela red-koeficijeriata, kao i negativnih




SOME CONDITIONS OF MACROECONOMIC STABILITY 83

projekcija koje ovaj model generira i (2) objasnili zaSto se u modelu
kolona-koeficijenata ovakvi problemi ne pojavijuju.

Rezultati ovog istraZivanja daju: (1) pravila konstrukcije regional-
1ih matrica koeficijenata snabdevanja (ili trgovine) koja garantuje da
ée projekcije koje generivaju MRIO riodeli biti nenegativie, (2) test
pvodataka o regionalnoj tehnologiji i trgovini na bazi ovih pravila i (3)
objadnjenje ponas$anja wmodela red-koeficijenata, u cijoj konstrukciji
ova pravila nisu bila poStovana, kao i ponaSanja wmodela kolona-koefi-
cijenata, ¢ija konstrukcija zadovoljava gornja pravila.

Konaéno, implikacije ovog istrazivanja za ekonomsku politiku
prodiruju zakljucke Hawkins-a i Simon-a sa jednoregionalne na vise-
regionalnu ekonomiju: ako je proizvodni sistem konzistentan, onda Ce
biti kongzistentan i za bilo koji vektor konaine potrodnje, koji
predstavlja skup promenljivih ekonomske politike.
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